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a b s t r a c t

Direct Numerical Simulation (DNS) of a pulsed film-cooling jet is presented to examine if pulsations of
the coolant jet can enhance film-cooling effectiveness. Calculations are performed for a cylindrical jet
inclined at 30�. The jet pulsation is defined by the duty cycle (DC) and the Strouhal number (St), both
of which are varied in this study. Baseline calculations are done for a steady blowing ratio of 1.5. Both
frequency and duty cycle are observed to influence the cooling effectiveness. For a peak blowing ratio
(M) of 1.5, pulsing with a St = 0.32 and DC = 0.5 is shown to reduce jet blow-off and improve centerline
and spanwise-averaged effectiveness over the steady M = 1.5 case.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The efficiency of turbine engines is directly proportional to the
turbine inlet temperature. However, higher fluid temperatures can
result in material limits being exceeded and can lead to blade fail-
ures. Therefore turbine components have to be cooled in order to
prevent thermally induced material failure. A common means of
cooling turbine blades is film cooling, in which the goal is to pro-
tect the blade surface from the hot crossflow by a film of cooler
fluid injected through holes in the blade surface. These film-cool-
ing holes must be designed in such a way that the coolant jet cov-
ers and remains near the blade surface and does not penetrate into
the crossflow excessively. Mixing between the coolant and the
crossflow is undesirable as this increases the temperature of the
coolant. The film-cooling jets consume process air, and therefore
a design goal is to maximize the cooling and minimize the mass
flow through the jets. A desirable goal is to alter the geometrical
or operational parameters of the coolant jets to improve cooling
effectiveness. In this paper an approach for modulating the coolant
jets is examined as a means for improving cooling effectiveness.

The aerodynamics in blade passages is an inherently unsteady
process which has a significant impact on the film-cooling effec-
tiveness [1]. In addition, with coolant injection, large-scale struc-
tures result from the interaction of the film-cooling jet with the
crossflow. These large-scale structures and associated flow
unsteadiness make it very difficult to predict the flow and heat
transfer using the Reynolds Averaged Navier–Stokes (RANS) equa-
ll rights reserved.
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tions. For example the most commonly used turbulence model (the
standard k–e model) is well known to have difficulty in film-cool-
ing applications. This model typically over predicts the distance the
jet penetrates into the crossflow and under predicts the jet spread-
ing rate [2–5].

There are very few studies in the literature concerning DNS or
LES (Large Eddy Simulation) of film-cooling flows. An unsteady
simulation of a circular jet in crossflow was performed by [6] on
a 705 � 161 � 129 grid using second-order central difference
schemes. The Reynolds number was 1750 and the blowing ratio
was 0.5. The delivery tube was not modeled in their work. They
solved the incompressible Navier–Stokes equations but not the en-
ergy equation. Higher-order finite-difference schemes were used in
an unsteady simulation by Muldoon and Acharya [7] to study a
normally injected film-cooling jet which included the flow devel-
opment in the delivery tube. They presented the unsteady interac-
tions of the upstream crossflow and horseshoe vortex system with
flow development in the delivery tube, and showed that this un-
steady interaction resulted in a periodic pulsing of the jet. An LES
of a film-cooling jet was done in a series of papers by Tyagi and
Acharya [8–10] who investigated the influence of various parame-
ters on the flow physics of square or rectangular coolant jets issu-
ing normally into the crossflow, similar to the experimental setup
of [11]. While the reported DNS/LES studies have shown improve-
ments in predictive capabilities compared to Reynolds Averaged
Navier–Stokes studies, due to the computational expense of DNS/
LES, Reynolds Averaged Navier–Stokes (RANS) methods are the
predominant industrial design tool for film-cooling flows.

The goal of this study is to computationally analyze the effect of
external modulation (pulsing) on the coolant flow, and to examine
if the film-cooling effectiveness is enhanced or maintained the same
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Nomenclature

g film-cooling effectiveness = (Th � Tw)/(Th � Tc)
g spanwise spatially averaged film-cooling effectiveness
d jet diameter
DC duty cycle of pulsation
k frequency in Hz
M blowing ratio (Ujet/U0)
Re Reynolds number (qU0D/l)
St Strouhal number (kd/U0)
Tc temperature of coolant
Th temperature of hot crossflow

Tw temperature of wall
T non-dimensional temperature = (T � Tc)/(Th � Tc)
t non-dimensional time = (td/U0)
u, v, w velocities in the streamwise, wall-normal and spanwise

directions normalized by U0

ui,b base jet-exit condition (M = 1.5)
Ujet average velocity of jet
U0 maximum crossflow velocity at the crossflow boundary
x, y, z non-dimensional coordinates in streamwise, wall-nor-

mal and spanwise directions
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with lower coolant mass flow utilization. As the problem is inher-
ently unsteady (due to the external pulsing), the key to the suc-
cessful prediction of such flows is the ability to resolve the
dynamics of all important flow structures resulting from the inter-
action of the unsteady pulsed jet with the cross flow. As a result,
time-averaged RANS solutions provide very little insight into the
issues of interest in this work. A Direct Numerical Simulation
(DNS) is therefore performed, and the results are used to examine
the effects of pulsing on the flow.

A number of recent experimental studies have examined the
potential of jet-modulation for film cooling [12–15]. Results from
these studies have been mixed. For example, Coulthard et al.
[14–15] report no enhancements in cooling effectiveness with
pulsing while Ou and Rivir [12] have reported improvements in
cooling with external pulsations. Because the earlier studies were
experimental in nature, the available data needed to understand
the mechanisms and provide a complete understanding was lim-
ited. In this study, we attempt to provide through DNS studies a
more complete picture of how pulsations influence the flow and
temperature fields, and how the cooling effectiveness is influenced.
2. Governing equations and numerical solution

The governing equations of interest in this work are the non-
conservative unsteady three-dimensional Navier–Stokes equations
(Eqs. (1) and (2)) in their incompressible form. In addition, an
equation describing the evolution of a passive scalar, considered
here to be the temperature (Eq. (3)), is solved. These equations
are solved without the use of a model for turbulence. Eqs. (1)–(3)
are solved in non-dimensional form (velocities normalized by
U0 and lengths normalized by d), in which the properties of the
fluid and the temperature are described by the Reynolds number
(Re) and the Prandtl number (Pr).
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The solution to the above system of equations is achieved using
Direct Numerical Simulations (DNS) that embody higher-order fi-
nite-difference discretization (with low truncation errors), and a
highly resolved mesh that captures all the necessary length scales
in the inertial subrange. A fourth-order central difference scheme
with a monotonic limiter is used for the convective terms.
Fourth-order interpolation for the velocity in the convective terms,
e.g. for v in v @u

@y, etc. is used. A fourth-order central difference
scheme is used for the diffusive terms. A third-order accurate ex-
plicit time integration scheme is used to integrate the convective
and diffusive terms in time. The pressure gradient and the continu-
ity equation are represented by second-order centered schemes.
The equation for temperature is represented using the same order
and type of schemes used for the momentum equations. To solve
the resulting system of discretized equations, a colored Symmetri-
cally Coupled Gauss–Seidel (SCGS) scheme is used. Three subitera-
tions per physical time step are used in the colored SCGS method.
Solutions are obtained from an in-house computer code using the
Message Passing Interface (MPI) and Fortran 95 for parallel com-
puter architectures.

The DNS nature of the code has been demonstrated by solving a
number of benchmark problems including turbulent fully devel-
oped channel flow and turbulent separated flow past a backstep.
These results are reported in Muldoon [16] and Muldoon and
Acharya [17], and demonstrate that the predictions are in excellent
agreement with measurements and published results for these two
benchmark problems, and that the inertial subrange is effectively
captured (the energy spectra captures the �5/3 inertial subrange
region). Further details of the finite-difference schemes, the DNS
computer code used in this work and validation studies are given
in [16,17].

3. Problem definition

A schematic of the flow domain along with boundary conditions
and dimensions is given in Fig. 1. A cylindrical inclined jet at 35�
inclination to the surface is considered. The calculation domain
for the pulsed jet simulations are shown in Fig. 1, with prescribed
jet-exit conditions. As described later, the baseline jet-exit condi-
tions are obtained from a separate DNS calculation that included
the coolant delivery tube. The dimensions of the computational do-
main are Lup = 3.6 d, Ldown = 14 d, Lfreestream = 4.5 d, Lz = 3 d. The grid
spacing is non-uniform in the x, y and z directions to increase res-
olution near the jet exit and the wall. The ratio of the maximum to
the minimum grid spacing is 2.13, 3.83 and 1.34 in the x, y and z
directions, respectively.

Due to the assumption of incompressibility, the flow field con-
sidered is essentially subsonic, and density variations are small.
We have further assumed that the temperature differences be-
tween the coolant jet and the crossflow are not large, and hence
the density ratio of the coolant jet to that of the crossflow is nearly
unity. The density ratio is therefore not accounted for in the defini-
tion of the blowing ratio M (defined as the ratio Ujet/U0). For flows
where the density ratio is substantially greater than 1, the jet to
crossflow momentum ratio will be higher for the same velocity ra-
tio, and may play a role in the flow dynamics near the jet-exit re-
gion. This aspect is not considered here.

Periodic boundaries are used in the z direction. A symmetry
boundary condition is applied at y = Lfreestream. A convective out-
flow boundary condition is applied for all three velocities at
x = Ldown. At the jet exit, time averaged results obtained from an-



Fig. 1. 3D schematic of inclined jet in crossflow with prescribed jet-exit velocity.

x

z

-.5 0 .5 1
-.5

0

.5

.06

.04

.01
-.01
-.03
-.05
-.07

W

(c)

x
z

-.5 0 .5 1
-.5

0

.5

1.05
.89
.72
.55
.39
.22
.06

V

(b)x

z

-.5 0 .5 1
-.5

0

.5

1.57
1.31
1.06

.80

.54

.29

.03

U

(a)

x

z

-.5 0 .5 1
-.5

0

.5

1.89
1.59
1.29
1.00

.70

.40

.10

⏐⏐velocity⏐⏐

(d)

Fig. 2. Temporally averaged jet-exit boundary condition obtained from simulation which included delivery tube, non-dimensionalized by Ujet (no pulsing).
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other simulation which included the delivery tube are used as a
boundary condition for the velocity. The average blowing ratio M
is 1.5, where the Ujet is the mean velocity parallel to the coolant hole
orientation (35�). For the simulation that includes the delivery tube,
Ujet is simply the average velocity inside the delivery tube and the
length to diameter of the coolant delivery tube is taken to be 3.5
which is typical for many film-cooling configurations. Fig. 2 shows
the contours of the three velocity components along with the veloc-
ity magnitude at the jet exit. Pulsing of the jet is realized by tempo-
rally modulating this boundary condition. For the unpulsed cases at
lower blowing ratios than 1.5, to keep the comparison focused on
the exit jet–crossflow interaction alone, the jet-exit velocities are
simply scaled relative to the 1.5 blowing ratio case, and are ob-
tained by reducing all three components of the velocity boundary
condition at the jet exit as found by the M = 1.5 simulation with a
delivery tube, and such that the correct blowing ratio is obtained.

To rationalize the above choice of the jet-exit boundary condi-
tion, it should be noted that the goal of the paper is to examine
how coolant jet pulsations effects the mixing and heat transfer per-
formance. The simplest thing to do would have been to use a flat jet-
exit profile or an assumed fully developed profile at the jet exit, and
indeed such assumptions have been done in the literature (see re-
view of film-cooling computations by Acharya et al. [18]). The other
extreme is to include the delivery tube and the plenum in all the cal-
culations, but this would have required the mesh size to have in-
creased significantly if the same resolution was maintained in the
tube and plenum region as above the jet or would have required this
resolution to be lower if the total number of grid points were kept
the same. Given the grid independence study we performed, the lat-
ter option (lowering the mesh resolution) was not viable. Therefore
the compromise reached was to maintain the needed resolution
above the jet exit, but specify a realistic boundary condition based
on time-averaged results. Therefore, for the blowing ratio of 1.5, a
complete DNS calculation was done including the coolant delivery
tube and the plenum, time-averaged results were generated at the
jet exit. This time-averaged jet-exit profile was then used as a bound-
ary condition with appropriate addition of modulation (for pulsed
cases) and scaling for other blowing ratios as explained earlier.

At the crossflow inlet boundary at x = Lup, the v and w compo-
nents of velocity are set to zero while a 1/7th-law velocity profile
is used for the u velocity (Eq. (4)). The freestream turbulence inten-
sity is considered to be very small and no velocity perturbations

u ¼ Uoðy=dÞ1=7 ð4Þ

are introduced at the inlet to the computational domain. This
boundary condition is used to simulate low freestream turbulence,
and also for computational expediency, as imposing inlet turbu-
lence involves additional computational effort to achieve time accu-
rate boundary conditions for DNS. This would involve running a
separate simulation and storing a large amount of data to provide
a turbulent boundary layer, or greatly extending the domain up-
stream to allow tripping the boundary layer and permitting it to de-
velop. The authors believe that it is better to utilize the limited
computational resources in resolving the region where the jet and
crossflow interact.

The Reynolds number based on U0 and jet diameter is 8000, the
Prandtl number is one (representing a gaseous medium such as
air). A constant density independent of temperature is used for
both the jet and crossflow since the temperature differences be-
tween the two streams are assumed to be small. A non-dimen-



Fig. 3. Spanwise-averaged film-cooling effectiveness on different grids, St = 0.04,

F. Muldoon, S. Acharya / International Journal of Heat and Mass Transfer 52 (2009) 3118–3127 3121
sional value of one is specified for the boundary conditions for the
temperature at the crossflow inlet boundary and freestream. A
convective outflow boundary condition is applied at the outflow,
while a first order no-flux (adiabatic) boundary condition is ap-
plied at the wall. Within the jet exit a Dirichlet boundary condition
of zero for the non-dimensional temperature is applied. The time
step used to integrate Eqs. (1)–(3) results in maximum CFL num-
bers of �0.12 in the x and y directions and �0.06 in the z direction.

4. Pulsing scheme

The pulsing is controlled by two variables, the duty cycle (DC) and
Strouhal number (St). The duty cycle is defined as the ratio of the
time that the jet is on over the total time. When the jet is off it is com-
pletely shut off. The Strouhal number is defined as kd

U0
, where k is the

frequency in Hz, d is the coolant hole diameter and U0 is the cross-
flow velocity. The velocity at the jet exit is varied according to Eq.
(5), where ui,b is the ith component of velocity at the jet-exit plane
obtained from the simulation including the delivery tube (as shown
in Fig. 2) and a is a step function, being either 0 or 1.

uib ¼ ub
i a ð5Þ

The integral of a over time as time goes to infinity equals the
duty cycle. Therefore, for pulsed cases the average blowing ratio
is DC � 1.5 while the peak blowing ratio (during the ‘‘on” part of
the blowing cycle) is always 1.5 for all cases studied.

Seven different cases are reported in this work. These cases
were selected from a preliminary study that involved forcing fre-
quencies over a broader range: St = 0.004–0.32. The cases exam-
ined in detail are:

Unpulsed (St = 0): (M = 1.5), (M = 0.75), (M = 0.375),
Pulsed: (DC = 0.5, St = 0.08, M = 0.75), (DC = 0.5, St = 0.32,

M = 0.75), (DC = 0.25, St = 0.08, M = 0.375), (DC = 0.25, St = 0.32,
M = 0.375).

Note that for the unpulsed cases (St = 0), three steady blowing
ratios (1.5, 0.75 and 0.375) are considered. The blowing ratio indi-
cated in the figures for the pulsed cases is an average blowing ratio
with the peak blowing ratio for all the pulsed cases at 1.5. A smaller
DC implies a lower average blowing ratio and a lower integrated
coolant flow rate. To provide a baseline for comparison, we will
use the unpulsed (St = 0) case with M = 1.5, since all the pulsed
cases have the same peak blowing ratio of 1.5. If the film-cooling
effectiveness for the pulsed cases achieve or exceed the baseline
unpulsed case (M = 1.5), it implies that the same or greater cooling
effectiveness is achieved with lower coolant flow rates. For com-
parison purposes, we will also present simulation results for un-
pulsed cases with lower coolant mass flow rates (lower blowing
ratios of M = 0.75 and 0.375). However, it should be noted that
achieving the lower blowing ratios in practice may be impractical
due to concerns regarding ingestion into the coolant holes.

It should be noted that duty cycle and frequency are indepen-
dent parameters. Keeping the duty cycle the same and changing
the frequency does not alter the coolant mass flow rate. However,
changing the duty cycle does alter the coolant mass flow rate; for
example, a lower duty cycle (smaller percentage of time when the
valve is open) implies a lower coolant flow rate.

5. Metrics

The effectiveness of the film-cooling jets is measured by the
film-cooling effectiveness g, which is defined by Eq. (6), where Th

is the temperature of the hot incoming fluid, Tw is the temperature
of the wall and Tc is the temperature of the coolant.

g ¼ ðTh � TwÞ
ðTh � TcÞ

ð6Þ
The spanwise average film-cooling effectiveness g is obtained by
integrating the local cooling effectiveness across the hole-pitch
(±1.5 d), defined by Eq. (7), and is used throughout this work to
compare results for the various cases studied.

gðxÞ ¼ 1
3d

Z 1:5d

�1:5d
gðx; zÞdz ð7Þ
6. Grid independence

A key issue in numerical solutions of Eqs. (1)–(3) is the elimina-
tion of the effect of the grid spacing on the solution. In this work,
this independence of results from the grid is verified by using a
sequence of grids. These grids are related to each other in that each
coarser grid is obtained from its next finest by removing every
other grid point in each dimension. Four grids, with dimensions
of 185 � 49 � 40, 369 � 97 � 80, 737 � 193 � 160 and 1473 �
385 � 320 are used. The time step is reduced by half when moving
from one grid to the next finest grid. An important metric in this
work is the film-cooling effectiveness. Grid independent results
for the film-cooling effectiveness can be seen in Fig. 3 for the
737 � 193 � 160 and 1473 � 385 � 320 grids. The results shown
in this work are obtained on the 737 � 193 � 160 grid (nearly 23
million grid points). As further validation, DNS results have been
compared with experimental data and shown to agree well with
measurements [16,18].

If statistical data is desired, then the time period and frequency
with which the statistical data is collected must be addressed. In
this work, statistics are collected at each discrete time step. No
noticeable difference was found in the film-cooling effectiveness
when the time period over which statistics are collected is
doubled. In this work all statistics are obtained by averaging in
time over 216 non-dimensional units of flow-through time. Thus,
both from the perspectives of grid resolution and time period for
averaging, these calculations generally exceed those available in
the reported literature.

7. Results and discussions

Jets in crossflow contain a number of distinct flow structures as
described by Coulthard et al. [14,15]. For accurate simulation of
mixing and transport, it is important that the energy-carrying
structures be correctly simulated, and therefore DNS or Large Eddy
DC = 0.25.
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Simulation (LES) techniques are needed for this purpose. While the
focus of this paper is on the scalar transport it is important to rec-
ognize the role of these structures since they play an important
role on the mixing. These structures for the film-cooling configura-
tion include: the Counter Rotating Vortex Pair (CVP) represented
by kidney shaped vortices, a horseshoe vortex, shear-layer vortices
and upright wake vortices [19]. As the jet is deflected by the cross-
flow it splits into the CVP. While it is difficult to distinguish the
CVP in an instantaneous image of the flow field, it can be clearly
seen if the time-averaged flow field is examined. The CVP entrains
fluid from the crossflow into the jet, promoting mixing of the jet
with the crossflow. As a result of vortex induction, the CVP causes
the jet to lift away from the surface, which is undesirable for film
cooling. The horseshoe vortex forms close to the wall upstream
of the jet, wraps around the jet, and reorients itself in the stream-
wise direction. Its role is to entrain coolant fluid from the jet and to
cool the blade surface along its trajectory. Shear-layer vortices
form at the boundary between the jet and the crossflow. These vor-
tices begin small but grow into large-scale structures by 3–4 d
downstream of the jet center. Wake vortices are not seen in the
flows in this work, likely as a result of the low blowing ratio and
small jet inclination angle (which results in a jet close to the blade
surface). While these flow structures influence the mixing and sur-
face temperatures, in the results presented below, we will focus
primarily on the cooling effectiveness and the scalar temperature
distributions. The signature of these flow structures (and particu-
larly the leading edge shear-layer vortices and the wake generated
vorticity) is however evident in examining the contours of the sca-
lar transport presented here.

7.1. Unpulsed cases

Fig. 4 shows instantaneous images of the temperature field
showing the downstream development of large-scale shear-layer
vortical structures and the lack of reattachment of the jet at
M = 1.5. In particular, there is no starting vortex which will be shown
later in the pulsed cases to play a key role in altering the behavior of
the jet and causing the jet to reattach to the surface. However, the
evolution of the leading edge shear-layer vorticity can be seen in
Fig. 4, and appear to manifest themselves clearly around x = 3–4.
The entrainment of the crossflow (hot) below the coolant jet is
clearly evident. A distinct separation is seen till about x = 4, but even
beyond this, the penetration of the crossflow below the coolant jet is
evident and effective cooling of the surface is not observed.
Fig. 4. Temperature contours at different time instances, unpuls
Fig. 5 shows the spanwise-averaged film-cooling effectiveness
plotted as a function of the streamwise distance. Note that the
spanwise averaging is done over the entire 3 d spanwise dimen-
sion, and as can be seen later in the surface contour plots (Fig. 7)
the lateral spreading of the coolant is limited, and therefore the
spanwise-averaged values are expected to be low. At M = 1.5, as
shown in Fig. 4, the jet blows-off in the near-field, and spanwise-
averaged cooling effectiveness values are quite low. An increase
in the film-cooling effectiveness is obtained as the blowing ratio
is reduced. Reducing the blowing ratio causes the jet to adhere clo-
ser to the surface. This behavior of the jet as the blowing ratio is
reduced can be clearly seen in the time-averaged temperature con-
tours of Fig. 6 where the penetration of the jet into the freestream
is greatly reduced with decreasing blowing ratio. Reducing the
blowing ratio also greatly reduces the recirculation region behind
the jet (compare Fig. 6a and c). Fig. 7 shows the contours of the
wall-temperatures and demonstrates that at the higher blowing
ratio of 1.5 the coolant blows-off the surface and the surface is
mostly at the crossflow temperature. As the blowing ratio is re-
duced to 0.75, the signature of the coolant reattachment is evident
around x = 4, while at M = 0.375 the jet is fully attached. Fig. 7 also
shows that the ingestion of coolant by the horseshoe vortex is
greatly increased as the blowing ratio is reduced. This ingestion
ed case, M = 1.5, z = 0, horizontal axis is x, vertical axis is y.



Fig. 6. Contours of mean temperature, unpulsed cases.

Fig. 7. Contours of mean temperature on the wall, unpulsed cases, horizontal axis is x, vertical axis is z.
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is beneficial since the vortex remains close to the blade surface and
therefore protects it. This figure also clearly shows the improved
cooling on the blade surface as the blowing ratio is reduced. How-
ever, it is important to remember that to achieve an average blow-
ing ratio of 0.375, the average pressure ratio across the coolant
hole must be relatively low, leading to local pressure ratios at
the jet exit that may permit the hot crossflow to be ingested into
the hole. This is clearly undesirable, and therefore, in practice, cool-
ant jet blowing ratios in the 1–2 range are commonly used.
7.2. Pulsed cases

In making a comparison of the pulsed and unpulsed cases, a key
issue is the baseline case against which the comparison should be
made. An obvious choice is to use the 1.5 steady blowing ratio case
as the basis for comparison since the peak blowing ratio for all
pulsed cases is 1.5. It will be seen that with this choice as the base-
line, pulsing generally produces an improvement in film-cooling
effectiveness (Fig. 8). It should be noted that pulsing reduces the
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total coolant mass flow rate since the jet is off for a certain duration
of the cycle. Therefore, the effective blowing ratio is smaller than
1.5 with pulsing (less coolant is used), and another case for com-
parison is to use steady jet with the lower effective blowing ratio.
However, as mentioned above steady values of low blowing ratios
are difficult to sustain due to ingestion issues. While it may be ar-
gued that during the ‘‘low” or ‘‘off” part of the pulsing cycle, the po-
tential of ingestion into the coolant hole also exists, it should be
noted that the low part of the cycle persists for only a short dura-
tion (depending on the duty cycle), and the dynamics leading to
ingestion take time to establish themselves. This time needed for
the ingestion to establish itself may be longer than the time for
which the ‘‘low” part of the cycle is on. Further, the low part of
the pulsing cycle can be adjusted to be above the threshold inges-
tion levels. While more studies are needed to establish the above
arguments, it should be noted that the main purpose of the paper
was to demonstrate that for a certain blowing ratio (say 1.5), add-
ing pulsations improves the cooling effectiveness, and this has the
added benefit that it decreases the coolant needed.

Fig. 8 shows the effect of pulsing at an average blowing ratio of
0.75 (peak blowing ratio of 1.5) and two pulsing frequencies along
with the baseline case of an unpulsed jet at blowing ratios of 1.5,
and the unpulsed case with the same average blowing ratio as
the pulsed cases (0.75). Fig. 8(a) shows the centerline cooling effec-
tiveness while Fig. 8(b) shows the spanwise-averaged values. Com-
pared to a peak blowing ratio of 1.5, both cases of pulsing improve
the cooling effectiveness. In particular, the centerline values imme-
diately downstream of the hole see significant increases in cooling
effectiveness (factor of 3–5). Pulsing at a Strouhal number of 0.32 is
seen to be more beneficial than 0.08. However when the pulsed
cases are compared with a steady blowing ratio of 0.75, pulsing
produces improvements in the centerline film-cooling effective-
ness in the near-vicinity of the coolant hole (upstream of x of about
4). The spanwise-averaged cooling effectiveness at a Strouhal num-
ber of 0.32 has a similar film-cooling effectiveness as the case with
the 0.75 blowing ratio with no pulsing except in the very-near-hole
region where the unpulsed case shows higher effectiveness due to
the additional cooling induced by the horseshoe vortices. However,
if the M = 1.5 unpulsed case is used as the baseline, the pulsed
cases do represent an improvement over the baseline case. This
improvement is due, in part, to changes in the vortex dynamics
(explained later), and the accompanying reduction in effective
blowing ratio associated with pulsing. Note that this improvement
in cooling effectiveness is also accompanied by a 50% reduction of
the coolant usage, and therefore compared to the unpulsed base-
line of M = 1.5, there is a dual benefit of pulsing at St = 0.32,
DC = 0.5, that of reduction in coolant usage and increase in cooling
effectiveness.

Fig. 9 shows the spanwise distribution of film-cooling effective-
ness at four locations downstream of the coolant injection (x = 2, 6,
10, 14). The higher peak spanwise distributions for the two pulsed
cases relative to the baseline unpulsed case (M = 1.5) are clearly evi-
dent over most of the spanwise extent of the coolant jet. In the near-
field (x = 2), the peak effectiveness is nearly 3 times higher at
St = 0.08 and over 4.5 times higher at St = 0.32. As far downstream
as x = 10, pulsations show clear benefits for St = 0.32. Interestingly,
for the unpulsed M = 0.75 case, the near-field (x = 2) shows a differ-
ent pattern with two peaks offset from the centerline. These dual-
peaks are a reflection of the stronger role of the horseshoe vortices
at the lower blowing ratio. The horseshoe vortices entrain the cool-
ant air along the leading edge of the coolant jet, and stays close to the
wall as it wraps around the coolant jet. Evidence of this behavior is
seen in Fig. 7, where the trace of the horseshoe vortex can be clearly
seen at blowing ratios of 0.75 and 0.375.

One adverse impact of pulsation appears to be a slight spanwise
contraction of the coolant jet. This is seen in Fig. 9 where for Z > 1
or Z < �1 the unpulsed case has slightly elevated cooling effective-
ness. However, at these locations, sufficiently removed from the
centerline, the cooling effectiveness is generally low (except in
the near-field where the presence of the horseshoe provides
increasing cooling effectiveness), and the slight contraction of the
coolant jet with pulsing has a negligible effect on the spanwise-
averaged effectiveness.

Fig. 10 shows the temperature contours along the mid-plane
(Z = 0) and along the wall for the two pulsed cases. The correspond-
ing unpulsed case contours are shown in Fig. 6. Pulsing at St = 0.32
results in a reduction of the separation of the coolant jet (compare
Fig. 10b with Fig. 6a for M = 1.5 or Fig. 6b for M = 0.75). Therefore,
the poor protection of the blade in the recirculation region imme-
diately behind the jet is greatly improved with pulsing. However,
pulsing completely destroys the horseshoe vortex. This destruction
of the beneficial horseshoe vortex is the reason why pulsing limits
the improvement in the film-cooling effectiveness.

Turning attention to a lower duty cycle of 0.25, Fig. 11 shows
that for a duty cycle of 0.25, pulsing at a Strouhal number of 0.08
results in comparable or slightly higher film-cooling effectiveness
than at a Strouhal number of 0.32. Compared to the baseline case
of the unpulsed M = 1.5 coolant jet, the DC = 0.25 cases, with a
quarter of the coolant flow rate, show comparable cooling effec-



z
η

-1.5 -1 -.5 0 .5 1
0

.15

.3

.45

M=.75, St=0.320, DC .5

z

η

-1.5 -1 -.5 0 .5 1
0

.15

.3

.45

M=.75, St=0.080, DC .5

z

η

-1.5 -1 -.5 0 .5 1
0

.15

.3

.45

M=.75, St=0.000, DC .5

z

η

-1.5 -1 -.5 0 .5 1
0

.15

.3

.45 Slc: X=2
Slc: X=6
Slc: X=10
Slc: X=14

M=1.5, St=0.000, DC 1

η

-1.5 -1 -.5 0 .5 1

M

Fig. 9. Spanwise distributions of film-cooling effectiveness.

Fig. 10. Contours of time-averaged temperature, DC = 0.5, M = 0.75.
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tiveness downstream of the coolant hole. However, the unpulsed
M = 0.375 case shows higher cooling effectiveness, but as men-
tioned earlier, these low blowing ratios can be impractical to
achieve. Fig. 12 shows that the improvement in film-cooling effec-
tiveness at Strouhal number of 0.32 is due to increased downward
spreading of the coolant jet. This eliminates the separation zone
behind the coolant jet for the 0.32 forcing frequency case.

In order to better understand the mechanisms that lead to im-
proved cooling effectiveness with pulsing, a sequence of instanta-
neous images of the temperature contour is presented in Fig. 13
for Strouhal number of 0.32 (DC = 0.5, 0.25). From these images it
is evident that enhanced vortex dynamics and induction are the rea-
sons for the greater attachment of the jet to the wall. When the pulse
is turned ‘‘on”, a starting vortex is formed (seen clearly in the first
frame at x = 2) which is a stronger vortex than that formed in the un-
pulsed system (Fig. 13a). Due to the lower velocities in the separated
wake, the part of the vortex on the trailing side of the jet lags the part
of the vortex on the leading side, and the vortex structure gets
stretched in the streamwise direction. The reorientation alters the



Fig. 12. Contours of time-averaged temperature, DC = 0.25, M = 0.375.

Fig. 13. Temperature contours at different times showing vortex induction towards the wall, (a) St = 0.32, DC = 0.5, horizontal axis is x, vertical axis is y (b) St = 0.32,
DC = 0.25, horizontal axis is x, vertical axis is y.
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direction of vortex-induction directing it towards the end wall, and
causing the coolant jet to reattach. As seen in Fig. 13, the reattached
vortex system moves along the end wall providing effective cooling.
In the unpulsed case at M = 1.5, these mechanisms were missing, and
the vortex strength is not strong enough to alter the dynamics of the
lifted jet and cause early reattachment. As the Strouhal number is
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lowered keeping the duty cycle constant, the duration of the pulses
increase. Thus, the frequency of the starting vortex is reduced, and
there are longer durations over which no coolant is injected (‘‘off”
periods in the pulsing cycle). These two factors lead to the reduced
effectiveness that is observed with lower Strouhal numbers.

Fig. 13b shows that the same vortex induction is also present at
a duty cycle of 0.25 although it appears to be slightly less effective
possibly because the duration of the pulse is reduced by half rela-
tive to a duty cycle of 0.5. The coolant packets do not move as close
to the end wall as DC = 0.5 case. This indicates the potential of opti-
mizing not only the frequency but also the DC.
8. Conclusion

A study using DNS was performed to investigate the effect of
pulsed film-cooling jets on film-cooling effectiveness. Parameters
varied during the study were duty cycle and Strouhal number.
Improvement in the overall film-cooling effectiveness was found
with pulsing relative to the unpulsed flow at the same peak blow-
ing ratio (M = 1.5). The range of non-dimensional pulsing frequen-
cies studied varied from 0.004 to 0.32, and best results were
obtained at 0.32. When compared with the steady case on the
same effective coolant flow rate (or mean blowing ratio) basis,
pulsing at a DC of 0.5 showed comparable effectiveness and at a
duty cycle of 0.25 showed reduced effectiveness. It should be noted
that in many realistic configurations it is not possible to lower the
blowing ratio, and pulsing may be the only effective way to en-
hance film-cooling effectiveness. Further, the recirculation region
behind the jet is greatly reduced with pulsing leading to improved
film-cooling effectiveness. The present study only examined a
small number of pulsed cases and there is a need to optimize the
forcing parameters involved.
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